
Geophys. J. Int. (2020) 223, 270–288 doi: 10.1093/gji/ggaa251
Advance Access publication 2020 June 24
GJI Seismology

The body-wave magnitude mb: an attempt to rationalize the
distance-depth correction q (�, h)

Nooshin Saloor and Emile A. Okal
Department of Earth and Planetary Sciences, Northwestern University, Evanston, IL 60208, USA. E-mail: emile@earth.northwestern.edu

Accepted 2020 May 15. Received 2020 May 14; in original form 2019 November 8

S U M M A R Y
We explore the possible theoretical origin of the distance–depth correction q(�, h) introduced
75 yr ago by B. Gutenberg for the computation of the body-wave magnitude mb, and still in use
today. We synthesize a large data set of seismograms using a modern model of P-wave velocity
and attenuation, and process them through the exact algorithm mandated under present-day
seismological practice, to build our own version, qSO, of the correction, and compare it to the
original ones, q45 and q56, proposed by B. Gutenberg and C.F. Richter. While we can reproduce
some of the large scale variations in their corrections, we cannot understand their small scale
details. We discuss a number of possible sources of bias in the data sets used at the time, and
suggest the need for a complete revision of existing mb catalogues.
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1 I N T RO D U C T I O N A N D B A C KG RO U N D

Ever since Vvedenskaya (1956) and later Knopoff & Gilbert (1959)
introduced the double-couple as a physical representation of a seis-
mic source, its moment M0 has been used as the preferred quanti-
tative measure of earthquake sources, notably through algorithms
of centroid moment tensor inversion (Dziewonski et al. 1981). Yet,
the body-wave magnitude mb, initially introduced by Gutenberg
(1945a, b), remains to this day a valuable quantifier of the high-
frequency characteristics of a seismic source. Its algorithm was
formalized as one of the ‘Prague formulæ’ by a committee of
Russian and Czech scientists following recommendations formu-
lated at the 1960 Helsinki meeting of the International Union of
Geodesy and Geophysics (Kárnı́k et al. 1962; Vaněk et al. 1962)1

and has remained unchanged under the recommendations of succes-
sive working groups of the International Association of Seismology
and Physics of the Earth Interior [IASPEI], most recently in their
2013 Report (Anonymous 2013).

Specifically, we recall that the computation of mb proceeds as
follows:

(i) A time window following the P wave first arrival is isolated
from a short-period seismogram, containing the generalized P wave
(including surface reflections pP and sP).

(ii) The maximum amplitude of ground motion in that window
(A, in μm) is retained.

1This landmark report was published simultaneously in Moscow (Vaněk
et al. 1962) and Prague (Kárnı́k et al. 1962). The different listing of co-
authors reflects the use of different alphabetical orders in the cyrillic and
latin alphabets.

(iii) The dominant period T of the wave train at the time of that
maximum amplitude is measured (in seconds); it is recommended
that this period be close to 1 s, but in no case should it exceed 3 s.

(iv) The magnitude mb is then obtained as

mb = log10

[
A

T

]
+ q(�, h), (1)

where q(�, h) is an empirical correction depending on distance �

and focal depth h, proposed by Gutenberg & Richter (1956, fig.
5) and later reproduced by Richter (1958, fig. VIII-6, p. 688). It is
shown here on Fig. 1.

The use of the ratio (A/T) in (1) expresses the goal, by the found-
ing fathers of magnitude scales, B. Gutenberg and C.F. Richter, to
associate magnitude with energy, the latter taken in its kinetic form
as proportional to the square of ground velocity, hence the use of the
ratio of amplitude to period. However, and as discussed in detail by
Okal (2019), this relationship exists only in the case of a harmonic
oscillator, whereas any seismic source generally features a broad
spectrum.

The situation is made more intriguing by the fact that the correc-
tion q (�, h) on Fig. 1 differs significantly from its original version
introduced by Gutenberg (1945b; fig. 2); and reproduced here on
Fig. 2. As explained by Veith & Clawson (1972), it appears that this
revision was meant to smooth excessive scatter among magnitude
residuals by introducing station corrections of up to ±0.4 units of
magnitude (Gutenberg 1945b, table 1; Gutenberg & Richter 1956).
Such station biases are known today to occasionally reach even
larger values, and are interpreted in modern terms as expressing
lateral heterogeneity in receiver crustal structure and lateral atten-
uation, the latter documented, for example, by Der et al. (1985);
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Figure 1. ‘Revised’ correction q56 (�, h) mandated by the Prague Commission (Kárnı́k et al. 1962), and still in use today (Anonymous 2013). Adapted from
Gutenberg & Richter (1956).

Figure 2. Same as Fig. 1 for the original correction q45 (�, h), adapted from Gutenberg (1945b). As discussed in the text, the green arrows indicate domains
where a strong gradient of q cuts obliquely across the diagram.

however, we will show in Section 4 that such corrections may be
biased by other factors.

Note further that C.F. Richter uses the notation A (�, h) and
Gutenberg (1945b) Q (�, h). However, throughout this study, we
shall keep the notation q (�, h) to avoid confusion with ground dis-
placement (A in the majority of B. Gutenberg and C.F. Richter’s rel-
evant papers), and with the anelastic attenuation coefficient, nowa-
days universally referred to as Q−1. We will refer to Gutenberg’s

(1945b) correction factor (Fig. 2) as q45 (�, h), and to Gutenberg
& Richter’s (1956) more definitive version, shown on Fig. 1, as
q56 (�, h).

To our knowledge, the shapes of the contours graphed on Fig. 1
have never been explained, and it is the purpose of this paper to
explore their possible justification in the framework of modern the-
oretical seismology. We wish to emphasize here that our goal is
not to propose yet another magnitude scale, but rather to research,
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272 N. Saloor and E. A. Okal

Table 1. Statistical comparison of the various corrections q (�, h).

rmin rmax Average Median Tenth Ninetieth Average Regression Correlation
< r > ± σ r percentile percentile < | r | > a, b Coefficient

rSO, 56 − 0.89 0.74 0.12 ± 0.34 0.20 − 0.38 0.52 0.32 0.53, 3.12 0.37
rSO, JD − 0.89 0.76 0.12 ± 0.34 0.19 − 0.31 0.51 0.31 0.55, 3.01 0.38
rSO, 45 − 1.01 0.94 0.08 ± 0.36 0.05 − 0.39 0.53 0.36 0.43, 3.75 0.30
rSO, VC − 0.86 1.11 0.47 ± 0.36 0.54 − 0.03 0.87 0.53 0.47, 3.71 0.46
rVC, 56 − 1.04 0.11 −0.35 ± 0.21 − 0.31 − 0.66 − 0.13 0.35 1.12, −1.09 0.79
rVC, JD − 1.04 0.14 −0.35 ± 0.20 − 0.32 − 0.65 − 0.14 0.35 1.13, −1.21 0.80
rVC, 45 − 1.00 0.27 −0.39 ± 0.23 − 0.39 − 0.71 − 0.09 0.40 1.01, −0.48 0.72
r56, 45 − 0.54 0.54 −0.04 ± 0.19 − 0.04 − 0.28 0.20 0.15 0.70, 1.87 0.70
rJD, 45 − 0.52 0.53 −0.04 ± 0.19 − 0.04 − 0.27 0.20 0.15 0.71, 1.86 0.71
rJD, 56 − 0.14 0.13 0.00 ± 0.03 0.00 − 0.04 0.05 0.03 1.00, 0.03 0.99

Note: rA, B is defined as (qA − qB ).

from the point of view of historical seismology, the origin of the
distance–depth correction, as proposed by Gutenberg (1945b) and
Gutenberg & Richter (1956).

In this context, we start (Section 2) with a detailed review of
the origin of eq. (1), and of the probable method by which the
various versions of the function q were obtained. Unfortunately,
in addition to B. Gutenberg (1889–1960) and C.F. Richter (1900–
1985), all the Prague committee members whose insight might have
been invaluable in this context, since they probably examined the
question in great detail, have now passed away, the last one being
Dr Jiřı́ Vaněk who died in 2018 at age 90. Thus, the only materials
helping shed light on this problem are the original contributions
published by B. Gutenberg and C.F. Richter.

In Section 3, we then use a large set of modern synthetic seismo-
grams computed for various source depths and receiver distances,
but for the same seismic moment, and generate our own version of
the correction, qSO (�, h). In Section 4, we compare it to q45 and
q56 (Gutenberg 1945b; Gutenberg & Richter 1956), and conclude
that we can reproduce some large scale features of the original q
functions, but cannot explain the nature or origin of the more de-
tailed variations introduced on a small scale in those functions by
the founding fathers. In Section 5, we present a pilot test of 17 large
recent earthquakes, which suggests that a bias could exist between
classical mb values for shallow and deep earthquakes of comparable
moments.

2 T H E D E R I VAT I O N O F E Q. ( 1 )

In this section, we examine and paraphrase the fundamental con-
tributions by Gutenberg & Richter (1942) and Gutenberg (1945a,
b), in order to reconstruct as best as possible the steps they took to
obtain eq. (1). The occasionally excruciating detail in the following
paragraphs is motivated by the need to keep track of the limitations
underlying many assumptions openly or tacitly made by the authors,
following the approach in Okal’s (2019) recent investigation of the
various relations they proposed over the years between energy and
magnitude.

As stated by Gutenberg (1945b), the obvious motivation behind
the development of eq. (1) was to extend the concept of magnitude to
earthquakes of all depths. We recall that magnitudes were originally
defined by Richter (1935) for Southern California earthquakes, all
of them shallow and recorded locally on torsion instruments (an
algorithm which would correspond to a present-day local magnitude
ML). The concept was soon extended to teleseismic distances by
Gutenberg & Richter (1936), using the dominant phases on global
records, that is, surface waves with periods around 20 s.

In principle, the generation of a distance correction [pioneered by
Richter (1935, table 1)] is relatively straightforward, as it is intended
to yield the same magnitude for a single earthquake measured at
different distances.

The situation is of course different with a depth correction, since
a shallow source and a deep one must constitute two separate events.
From an observational standpoint, and in the absence of an inde-
pendent physical measurement of their source, there should be no
obvious reason why two such earthquakes should have the same
magnitude. In this context, Gutenberg & Richter (1942) and later
Gutenberg (1945a, b) relied on a theoretical approach to develop
a correction depending on source depth through an estimate of the
seismic motion at the Earth’s surface from a buried source of a
given ‘size’, which Gutenberg (1945b) clearly intended to relate to
radiated energy, stating:

“...it seems best by far to define the magnitude in such a way
that two earthquakes of the same magnitude have the same energy,
regardless of depth.”

In this process, B. Gutenberg was attempting a connection to “an
absolute scale, in which the numbers refer [...] directly to shock
energy [...] measured in physical units” (Richter 1935). The main
problem in this context is that, at such an early stage in the devel-
opment of theoretical seismology, and despite valiant efforts in this
respect, B. Gutenberg only had what must be regarded today as a
rudimentary command of the energy radiated by a seismic source
(Okal 2019), which at any rate constitutes only a fraction of the total
energy transfers associated with an earthquake (Chao et al. 1995).

2.1 Shallow sources (Gutenberg 1945a)

In preparation for the extension of magnitudes to deep earthquakes,
which do not generate significant surface waves, Gutenberg (1945a)
first investigated the possibility of measuring magnitudes of shallow
earthquakes on shorter-period body waves, including the phases P,
PP and S. In this work, we consider only P, since short-period
magnitudes are no longer measured from PP or S phases, which
suffer considerable anelastic attenuation. We note, however, that a
detailed reading of Gutenberg (1945a) fails to ascertain precisely
the period (or more probably the range of periods) used by the
author: a mention is made on p. 60 of ‘waves having a period of
a very few seconds’, and specifically of a period of 0.5 s on p.
62, albeit in the context of local shocks. From his statement on p.
58 regarding the Benioff short-period seismometer (Benioff 1932),
and based on our experience with such records, it can be assumed
that at least a subset of Gutenberg’s (1945a) measurements were
performed around T = 1 s.
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The approach taken by Gutenberg (1945a, b) for the calculation of
body-wave magnitudes uses the theoretical model of a point source
buried at a depth h and of geometrical optics, to estimate the seismic
energy flux at a distance � which can be teleseismic or regional. In
the first paper, Gutenberg (1945a, table 4) derives distance correc-
tions for body-wave magnitudes of shallow earthquakes, based on
the now classical expression of geometrical spreading (which he had
helped formulate as L. Geiger’s co-author of Zöppritz et al. (1912),
written up following Karl Zöppritz’ untimely death in 1908). The
author first relates epicentral ground displacement to the energy E1

in a ‘single body wave’, meaning a single oscillation of period T.
Proceeding to simply add the energies of such oscillations, B. Guten-
berg then makes the assumption that the ‘duration’ of the wave train
at the epicenter, t0, grows with magnitude like the dominant period
T0 at the epicentre, in other words that the number of oscillations
in the P wave at the epicenter is independent of magnitude, which
in turn means that the total energy E radiated at the source should
be proportional to E1, or to the quantity (A/T)2 measured on a sin-
gle oscillation. Gutenberg (1945a) then combines this result with
the empirical formula between energy and magnitude proposed by
Gutenberg & Richter (1942; eq. 35)

log10 E = 11.3 + 1.8 M (2)

(E in ergs) to suggest that the quantity

0.9 M − log10

A

T
+ log10 W, (3)

where W is the geometrical spreading factor, should have a ‘nearly
constant value for all [...] P waves’ (note that Gutenberg (1945a)
uses the notation w for the vertical ground displacement A). He
then substitutes the factor 0.9 with the rounded value 1, reaching
the expression

M = log10

A

T
+ q (�) + 0.1 (M − 7), (4)

where the distance correction q (�) is just (− log10 W ) plus the
constant 0.7. Noting further that

“As most shocks [studied] at distant stations have magnitudes
between 6 and 8, the absolute value of 0.1 (M − 7) rarely exceeds
0.1”,
Gutenberg (1945a) simply discards the relevant correction in the
last term of (4), which then takes the form (1) with fixed h, in which
he proposes to compute the function q (�) theoretically as resulting
from geometrical spreading.

We note here that the ‘geometrical spreading’ function used by
Gutenberg (1945a) contains an ‘absorption factor’ that we would
relate in modern terms to anelastic attenuation, and which he rep-
resents in the form of an energy decay

a = exp (− k D), (5)

where D is the ‘whole path’ of the waves, and the constant k is taken
as 1.2 × 10−4 km−1.

Before proceeding to the case of deep sources, it is worth ex-
amining critically some of the assumptions underlying the above
algorithm. Okal (2019) has pointed out that the slope 1.8 in (2), a
crucial element of the above derivation, was obtained empirically by
the authors from the variations with magnitude of epicentral ground
acceleration and signal duration, both of which are unsustained by
modern seismological theory. Note also that the value 1.8 in (2)
was replaced with 1.6 in Gutenberg & Richter (1954) and later 1.5
in Gutenberg & Richter (1956). Such lower values would tend to

increase the correction term to the right of (4), and to make it less
justifiable to simply discard it to obtain (1).

In addition, the proposed linear growth between source duration
t0 and dominant period T0 is also questionable. As discussed by
Okal (2019), modern theory could indeed suggest that both would
grow like M1/3

0 since the former would be controlled by the duration
of rupture, and hence fault length, while the latter could be related
to rise time, through the inverse of a source corner frequency. How-
ever, this simple argument will break down for a large earthquake,
especially since the waves actually recorded on a seismogram are
filtered by anelastic attenuation and instrument response.

Finally, the handling of anelastic attenuation in the form of (5)
is highly questionable, since modern studies describe its effect on
energy through a factor

a′ = exp (−ωt/Q), (6)

where Q is the so-called quality factor of the wave [unrelated to the
correction q in (1)]. In particular, for the energy of P waves gener-
ated by shallow shocks, a first-order approximation to the effect of
attenuation is often taken as exp (−ωt∗) with t∗ = 1 s (Carpenter
1965), which can be explained by the concentration of anelastic
attenuation during the wave’s transits through the asthenosphere,
largely independent of distance �. The expressions a and a

′
could

be reconciled, for example, for a ‘whole path’ D of the length of
the Earth’s radius, typical of a teleseismic layout, only by assuming
a period T = 2π t∗ / k D = 8 s, much longer than the realm of
short-period body waves, mandated to remain under 3 s under mod-
ern practice (Anonymous 2013). Note incidentally that Gutenberg
(1945a) proposes to apply (5) to both P and S waves with the same
value of k, and ends his paper with the conclusions that absorption
is similar in the mantle and the core, and that radiated energy is par-
titioned equally at the source between P and S waves, all statements
irrevocably negated under modern seismological theory.

2.2 Deep sources (Gutenberg 1945b)

Turning now to the case of deeper sources, Gutenberg (1945b)
provides only very scant information on the procedures which he
must have used to achieve the degree of complexity of Fig. 2.
He assumes that the same relationship (2) applies between energy
and magnitude regardless of depth, and that ground displacement
could be similarly related to radiated energy through geometrical
spreading. No mention is made of the handling of ‘absorption’
(anelastic attenuation), but it can be assumed from the universal
character which Gutenberg (1945a) gives eq. (5) that it was also
used, with the same value of k, for deep sources.

Gutenberg (1945b; p. 118, 4th paragraph) then computed theo-
retically the resulting values of q (�, h) (that he calls A) at 200,
400 and 600 km, and interpolated the results at other depths. Note
at this stage that there is no way to obtain the level of complexity of
q45 (h) (at fixed �) evidenced on Fig. 2, for example, at � = 25◦,
65◦ or 85◦, from an interpolation between just four values of depth
[including the shallow one from Gutenberg (1945a)].

We note also that the earthquake depths used by Gutenberg
(1945b) were obviously marred by imprecision and inaccuracy. In
this context, we examined 133 intermediate and deep events listed
in Seismicity of the Earth (Gutenberg & Richter 1954) and success-
fully relocated with a floating depth into the ISC-GEM catalogue
(Bondár et al. 2015). We found that the relocated depths differed
anywhere from 0.1 to 149.7 km from the historical ones, the aver-
age being 16 km and the root mean square 20 km. These numbers
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mean that it was illusory in those days to envision a precision (let
alone an accuracy) on hypocentral depths greater than 15–20 km,
and therefore to design a function q featuring significant variations
(at fixed �) over depth intervals of that range or smaller.

In the same paragraph, B. Gutenberg later states that additional
corrections were made by considering, for shallow sources and as
a function of distance �, individual residuals observed between
actual measurements and theoretical ones predicted from geomet-
rical spreading. Such ‘shallow’ corrections were then included in
the final q45 (�, h) for deeper sources, under the assumption that
they could be equally applied, as long as the ray parameter (p in
modern theory) remained constant, which he mentioned, implied
only a slight reduction in distance with increasing source depth.
This remark could conceivably explain the bending of some of the
resulting contours (see green arrows on Fig. 2); however the slopes
of this bending (about −16◦ over 200 km around � = 40◦, −8◦

over 200 km at 60◦ and −10◦ over 400 km at 70◦) would lead to
take-off angles at the source of 83◦, 76◦ and 68◦, respectively, which
are totally unrealistic at those distances. This leaves the origin of
the complex contours on Fig. 2 suspect.

2.3 Later investigations

In the late 1960s, and following investigations of the anelastic atten-
uation inside the Earth (e.g. Anderson et al. 1965), the inadequacy
of modelling absorption through eq. (5) had became evident, as
well as the presence of lateral heterogeneity in attenuation at short
distances and for shallow sources, notably in the recordings of un-
derground explosions (Evernden 1967).

Veith & Clawson (1972) later used a data set of records from
large explosions (both conventional and nuclear and located both
underground and in the oceanic water column), as well as from a
number of well-located earthquakes, all at distances ranging from
0◦ to 100◦, to separate true geometrical spreading from the effect
of anelastic attenuation, modeled using the more realistic form (6).
They then inverted their observations into a model (which they
call Q̂) of the intrinsic quality factor Qα of P waves as a func-
tion of depth in the mantle, following a technique of incremental
depth penetration reminiscent of the classic Herglotz–Wiechert in-
version. Combining it back with a model of geometrical spreading
derived from a profile of P-wave velocities in the mantle, they ob-
tained a new distance-depth correction for body-wave magnitudes
(which they call a ‘P’ factor), shown in Fig. 3, which is clearly
much smoother than either Gutenberg’s (1945b) q45 or Gutenberg
& Richter’s (1956) q56. Note that Veith & Clawson (1972) use mea-
surements of peak-to-peak amplitudes, whereas B. Gutenberg and
C.F. Richter’s are made in the lineage of Richter’s (1935) zero-to-
peak measurements; furthermore, Veith & Clawson (1972) express
their amplitude-to-period ratios in nanometers per second. Thus, in
order to compare them to q45 or q56, a constant of 3.3 must be added
to their P factors. We will refer to the resulting values as corrections
qV C (�, h).

Veith & Clawson’s (1972) Q̂ model (shown on their Fig. 4) fea-
tures prominent attenuation in the asthenosphere, between depths
of 80 and 300 km, and is more in line with our present understand-
ing of the Earth’s structure (Romanowicz & Mitchell 2015) than
predecessors such as Anderson et al.’s (1965) MM8 model, which
generally features too little attenuation under today’s understanding,
or Teng’s (1968) Model G, which has too much. However, Q̂ ob-
viously trades off with details of the velocity structure used, and in
this respect, it is unfortunate that it was built using Herrin’s (1968)

velocity profile, which features neither a prominent low-velocity
zone in the asthenosphere, nor the mantle discontinuities delimiting
the transition zone, around 410 and 660 km (Johnson 1967; Julian
& Anderson 1968). The latter induce classical triplications leading
to caustics and strong variations in amplitude at distances less than
30◦ (Johnson 1967; Burdick & Helmberger 1978; Ebeling & Okal
2012).

Finally, we note that the data file annexed to Anonymous (2013)
as a digitized version of q56 (�, h) and used under operational pro-
cedures at agencies such the United States Geological Survey’s
National Earthquake Information Center (NEIC) and the Interna-
tional Seismological Center (ISC) (J. Dewey and D. Di Giacomo,
pers. comm., 2019), is significantly smoothed with respect to the
original published by Gutenberg & Richter (1956), as a result both
of a coarse sampling in depth, and of rounding values to 1/10 of a
logarithmic unit. We will refer to the digital version of that correc-
tion as qJ D (�, h).

2.4 Shortcomings of the Prague q (�, h)

In summary, the function q56 (�, h) proposed by Gutenberg &
Richter (1956) and enshrined by the Prague committee (Kárnı́k
et al. 1962) suffers from the following shortcomings (as well as its
predecessor q45 (Gutenberg 1945b)):

(1) It features too much complexity to be realistically derived
from our present knowledge (and a fortiori that of the founding
fathers) of the Earth’s interior.

(2) It is based on a direct relationship between (A/T ) 2 and en-
ergy, which holds only for monochromatic wave trains.

(3) It uses eq. (2), itself based, at least tacitly, on perceived scaling
laws which are not upheld by present-day observations (Okal, 2019,
e.g. p. 3842).

(4) It uses an unrealistic formulation of anelastic attenuation.
(5) It was derived before the existence of structure in the Earth’s

mantle was documented (transition zone discontinuities) or con-
firmed (low-velocity zone).

In addition, a large number of studies have shown over the years
that the computation of mb under a simple protocol (e.g. Anonymous
2013) leads to significant residuals among stations. In this respect,
the important role of the shallowest soil layers was already noted by
Milne (1898) and quantified in Southern California by Gutenberg
(1957), the concept of a site response function was described by
Borcherdt (1970), and the effect of receiver topography discussed
by Bouchon (1973). Finally, lateral heterogeneity in attenuation was
recognized as an important cause of bias (e.g. Der et al. 1985). As a
consequence, even network mb values can be affected by the exact
station (or set of stations) selected from within the network to make
the actual measurement. All these effects played a crucial role in the
context of monitoring the Partial and later Comprehensive Nuclear-
Test Ban Treaties, as described, for example, by North (1977) and
Marshall et al. (1979), and reviewed extensively by Ringdal (1986)
and more recently Peacock et al. (2017).

In this context, the form chosen for the correction q by Gutenberg
(1945b), and later enshrined into the Prague formula and the present
protocol, namely a function of only � and h, is clearly an oversim-
plification. Any attempt to build a more successful body-wave mag-
nitude scale would have to take into account lateral heterogeneity
in the elastic and anelastic structure of the Earth. Undoubtedly, it
would perform better, that is, it would reduce or eliminate magnitude
biases, since conceptually, it would use a larger parameter space, of
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The body-wave magnitude mb 275

Figure 3. Correction qVC, proposed by Veith & Clawson (1972) (adapted from their Fig. 9). The small numbers relate to their parameter P (amplitude measured
peak-to-peak in nm). The superimposed red numbers, obtained by adding a constant of 3.3, relate to the correction qVC.

(a) (b)

Figure 4. Sketch of the measurement of L = log10 (A/T ) on a synthetic seismogram. The maximum absolute amplitude Smax (in this case 5.03 cm) is
measured on the synthetic time series (a), and the period T = 1.53 s of that oscillation retained and transferred to the response curve of the instrument (b),
from which the gain G = 9120 is computed. The ratio A = Smax/G amounts to 5.52 μm from which L = 0.56 is inferred.

which (�, h) constitutes a mere subset. However, we stress once
again that such is not the goal of the present study, which only aims
at gaining some understanding of the origin of the complexity in
q56 and q45, restricted to being functions of only two variables.

In the next section, we compute a large number of synthetic
seismograms, using a common seismic moment. In an ideal model
deprived of ancillary effects such as lateral heterogeneity and local
site receiver effects, an appropriate mb algorithm should then yield
the same magnitude, independent of distance and depth (notwith-
standing the effect of focal geometry, which can be expected to be
smoothed out by averaging over numerous receivers). As described

below, we then process this synthetic data set through the Prague-
mandated algorithm for mb, and thus build our own version of the
correction, qSO (�, h).

3 C O M P U TAT I O NA L A P P ROA C H

3.1 Model and parameters

Our synthetic seismograms are built using Herrmann’s (2013) ‘hud-
son96’ code which utilizes a layer matrix method (Carpenter 1966;
Hudson 1969), itself based on Haskell propagators (Haskell 1962).
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The seismic moment is fixed at M0 = 1025 dyn.cm (1018 N.m). The
Earth model used here is ak135 (Kennett et al. 1995), which includes
the mantle discontinuities at 410 and 660 km, with an attenuation
model (Montagner & Kennett 1996) featuring a low Qα ≈ 120 in
the asthenosphere. Note that this model, which features a maximum
value of Qα around 700 km, followed by a decrease in the lower-
most mantle, differs substantially from Veith & Clawson’s (1972)
Q̂. This increase of attenuation in the deep mantle, already pro-
posed by Okal & Jo (1990), will have significant implications for
the correction qSO (�, h).

Our procedure forces a constant relationship, independent of
depth, between magnitude mb and moment M0. This could be a
departure from Gutenberg’s (1945b) approach, in which he was
seeking to impose a constant one between magnitude and energy
E, at the time the only quantity considered as a possible physical
quantifier of seismic sources. Our choice is certainly subjective,
and could be regarded as inappropriate, since the 1–s mb, charac-
teristic of felt and destructive effects, is inherently high-frequency
and more closely related to E than to M0, a static or low-frequency
concept. Indeed, as discussed in detail by Okal (2019), it is illusory
to describe the size of a seismic event by a single number, as clearly
evidenced by the numerous studies of variations in E/M0 (Choy &
Boatwright 1995; Newman & Okal 1998; Choy et al. 2006). How-
ever, recent studies have shown that the ratio E/M0, directly related
to strain release, has a relatively contained variation with depth,
of about 0.4 logarithmic units (Saloor & Okal 2018), or perhaps
even untraceable (Vallée 2013; Poli & Prieto 2016) . Differences
in E/M0 are then mostly attributable to local conditions derived in
particular from lateral heterogeneity. In the context of our purpose
in the present study, namely to research the origin of the function
q (�, h) in the model of a laterally homogeneous Earth, it is then
legitimate to associate a constant magnitude to a constant seismic
moment. Finally, we note that all synthetic seismograms are ob-
tained by solving the equations of mechanics, forced by a system of
forces, that is, a moment tensor in the case of earthquakes, and are
therefore expressed as a function of M0.

3.2 The instrument

In order to reproduce the observational conditions under which mag-
nitudes are measured, we include in our synthetics an instrumental
response. This can be a complex issue, since different instruments
were used over the years, from torsion systems (Richter 1935) to
broadband seismometers, now the standard equipment at modern
seismological stations. As our goal here is to explore the origin of B.
Gutenberg’s functions q45 and q56, we elect to use the Pasadena Be-
nioff short-period instrument (Benioff 1932) on which most of his
personal readings were probably made, as suggested in Gutenberg
(1945a, p. 58). The Benioff short-period seismometer is a classi-
cal electromagnetic system, featuring a pendulum period Tp = 1 s,
a galvanometer period Tg = 0.23 s, weak coupling (μ2 = 0.05),
and critical damping. It was to become the prototype of the short-
period instrument later used in the WWSSN, albeit with a longer
Tg = 0.8 s (Peterson & Hutt 2014). Of course, (Gutenberg 1945a,
b) also relied on readings mailed to him from other observatories,
since not all combinations of distance and depth were observable
at Pasadena, and those records were taken on other types of instru-
ments, for which the maximum amplitude could have been obtained
at a different period; this point will be examined more in detail in
Section 4.4.

3.3 The sources

In order to minimize saturation effects due to source finiteness,
we use a point source and a moment-rate function in the form of a
parabola with a width of only 0.2 s (Herrmann 2013). Our synthetics
are thus built in violation of standard seismic scaling laws, but in
conditions where the magnitude mb should be directly proportional
to log10 M0 (Geller 1976). We refer to Okal (2019; eq. 20a) for
an updated version of that relationship, under which the common
seismic moment used in our synthetics, M0 = 1025 dyn.cm (1018

N.m), should correspond to a magnitude mb = 6.82.
For a given combination of source depth h and receiver distance

�, our approach consists of generating synthetics for a large num-
ber of focal geometries and station azimuths, and of averaging the
resulting logarithmic measurements. We loop over 10 values of the
dip angle δ from 45◦ to 90◦, 18 values of the slip angle λ from 0◦

to 170◦, and 36 values, from 0◦ to 350◦, of φ = φ f − φs , defined
as the difference between the azimuths of the fault strike and of the
great circle from source to receiver (in practice, we vary the fault
strike, and fix the station azimuth, φs = 0◦). This amounts to a
grand total of 6480 source–receiver geometries, which averages the
influence of focal geometry on the recorded amplitude of the gen-
eralized P wave. Note that we do not need to consider events with
a normal faulting component (−180◦ ≤ λ < 0◦) since they corre-
spond to the exact opposite slip of thrust events, and their records
can be obtained by simply flipping the sign of the synthetics. Nor do
we need to consider dip angles less than 45◦, since a double-couple
always has at least one fault plane dipping 45◦ or more.

We then loop over source depth in 10-km increments from h =
10 to 690 km, and over receiver distance � in 1◦ increments from
10◦ to 95◦ for a grand total of 38 452 320 synthetic seismograms.

3.4 The magnitude measurement

Once the synthetics are created, the algorithm for the measurement
of mb follows the practice mandated by the Prague formula and
the recent IASPEI working group (Anonymous 2013). An example
of the computation of amplitude A and period T is detailed on
Fig. 4. First, the amplitude of the recorded seismogram, Smax , is
simply obtained as the maximum absolute value of the trace of the
seismogram in the time window considered. The period T (in s) is
obtained by doubling the interval separating the first zero-crossings
of the time series on either side of that maximum. The ground
motion A is then computed by dividing Smax by the gain G of the
instrument at the period T, and the result expressed in microns (μm).
The logarithm

L = log10

A

T
(7)

is then computed, and its average taken over all source–receiver
geometries, at constant distance and depth:

< L > (�, h) =

180∑
i = 1

wi

36∑
j = 1

log10

[
A

T

]
i, j

36
180∑
i = 1

wi

(8)

In (8), j is the index varying the fault strike φf (in increments of
10◦ and for φs = 0◦), and i a double index combining dip and slip
angles. We recall that, in order to minimize the number of synthet-
ics computed, we consider only dips δ ≥ 45◦. Of the resulting 180
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different focal mechanisms, 108 (trending towards a strike-slip ge-
ometry) feature an auxiliary plane dipping more than 45◦, and thus
are sampled twice by our algorithm (once per fault plane), while
the remaining 72 (approaching a thrust mechanism) are sampled
only once. For that reason, we introduce in (8) a weighting factor,
wi = 0.5 for the former type and wi = 1 for the latter. The two
groups are easily separated by considering the discriminant

tan2 λ + 1

cos 2δ
(δ > 45◦) (9)

which is negative in the former case, positive in the latter. The
denominator in (8) then takes the value 36 × 126 = 4536, which
is the estimate of the number of independent combinations of focal
mechanism and fault strike.

Since all synthetics were computed for a moment M0 = 1025

dyn.cm (1018 N.m), which should correspond to a magnitude mb =
6.82 (Okal 2019), the correction qSO (�, h) is then simply

qSO (�, h) = 6.82 − < L > (�, h) (10)

4 R E S U LT S

4.1 General trends

The function qSOis shown on Fig. 5. The labels refer to a number of
trends, immediately evident in its distribution in the (�, h) plane.

(A) A broad arc featuring strong gradients of qSO is identified
at distances shorter than 30◦. It illustrates the triplications charac-
teristic of waves bottoming at the mantle discontinuities located at
410 and 660 km, respectively. As expected, the relevant distances
decrease with increasing h, and the arc faints and eventually disap-
pears at the short distances reached by a ray taking off horizontally
at each mantle discontinuity.

This feature is obviously absent from q45, q56 and qVC which do
not include the mantle discontinuities.

(B) At shorter distances and shallow depths, the bottom left-
hand corner of Fig. 5 features an extremely rapid variation of qSO.
Similar, but not immediately comparable, trends are found in qVC,
q45, and to a lesser extent q56.

(C) At much greater depths (h > 550 km), and in the distance
range 15–30◦, we observe a zone of systematically low values of
qSO, which illustrate high amplitudes for rays not penetrating the
deep mantle, and thus bottoming in the mantle layers featuring the
highest Qα values. This interpretation is verified by the fact that this
zone is largely absent from Veith & Clawson’s (1972) qVC, which
has a homogeneous (and high) Q̂ in all of the lower mantle, from
800 km down.

In consideration of the above trends (A, B, C), we will restrict
our further comparison of the various corrections q to distances
� ≥ 20◦. Indeed, we note that this limitation corresponds de facto
to that of the table of rounded qJD corrections proposed by the
IASPEI working group (Anonymous 2013).

(D) At larger distances, the downwards transition of the source
across the mantle discontinuities is marked by an increase in qSO

on the order of 0.05 logarithmic unit. As discussed, for example, by
Okal (1992), the amplitude of a teleseismic P wave is controlled, ir-
respective of its radiation pattern RP and of anelastic attenuation, by
the product of the moment tensor excitation and of the geometrical
spreading factor:

M0

4 π ρ α3
·

[
ρh αh

ρ0 α0

sin ih

sin �

1

cos i0

∣∣∣∣∣ dih

d�

∣∣∣∣∣
] 1/2

, (11)

where subscripts h and 0 refer to source depth and Earth surface,

respectively. Given sin ih = αh

rh
· dT

d�
, one derives

sin ih · d ih

d �
= αh

rh

sin ih

cos ih

d2T

d�2
= α2

h

r 2
h

1

cos ih

dT

d�

d2T

d �2
. (12)

Assuming that the distance derivatives dT / d� and d2T / d�2

vary only slightly across the mantle discontinuities, together with
cos ih which at large distances is always close to 1, one predicts a
ratio of amplitudes at constant distance � for a source crossing a
discontinuity from top to bottom

R = Abottom

Atop
=

[
ρ

top
h

ρbottom
h

] 1/2

·
[

α
top
h

αbottom
h

] 2

(13)

equal to 0.86 and 0.88, for the 410- and 660-km discontinuities,
respectively, in the ak135 model. In turn, this predicts an increase
in qSO of 0.066 and 0.056 logarithmic units respectively, in general
agreement with our results (Fig. 5).

Similarly, at the Mohorovičić discontinuity (h = 35 km in
ak135; DM on Fig. 5), R is expected to fall to ∼0.61 and the jump
in qSO to reach 0.2 logarithmic units, again in good agreement with
our results.

(E) At the greatest distances (� > 85◦) and for all depths,
qSO features a regular and strong increase with �, on the order
of 0.04 logarithmic unit per degree, which compensates for the
decrease of the geometrical spreading factor g(�) expressing the
divergence of seismic rays bottoming in the deepest layers of the
mantle. This feature, which corresponds to a loss of curvature in the
travel time T(�), was recognized even in early travel time tables,
and is therefore also present in q56, albeit with a greater amplitude
of ∼0.055 unit/degree, and in qVC (at 0.065 unit deg–1). Note that
this gradient with distance becomes even larger in q56 beyond 102◦,
where however geometrical optics no longer applies to the phase
Pdiff, and which at any rate lies beyond our domain of study.

4.2 Statistics

In Table 1, we examine statistics for comparison of the various
corrections q (�, h). For each couple of models qA and qB, we
define a residual

rA, B (�, h) = qA (�, h) − qB (�, h) (14)

and list its minimum and maximum values, average < r > and
standard deviation σ over the distance–depth domain, the median,
10th- and 90th-percentile values of r, the average < | r | > of its
absolute value, and the slope and zero-offset of the best-fitting
regression (qA = a qB + b), as well as its relevant correlation
coefficient.

We first focus on the comparison between the corrections qSO,
developed from our synthetics, and q56 mandated by the Prague
formula (Kárnı́k et al. 1962) and the more recent IASPEI working
group (Anonymous 2013). The relevant residual rSO, 56 (�, h) is
contoured on Fig. 6. While the residuals do range from −0.89 to
0.74 units, these extreme values are concentrated at the corners of
the (�, h) domain; otherwise, the only large, negative r are concen-
trated at shallow depths, especially for short distances when paths
sample primarily the crust, where the model used in our study fea-
tures the lowest anelastic attenuation (Montagner & Kennett 1996).
In the rest of the (�, h) plane, the residuals are much smaller,
leading to an overall average value of < rSO, 56 >= 0.12 with a
standard deviation σ = 0.34. This general agreement reflects more
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278 N. Saloor and E. A. Okal

Figure 5. Contoured plot of the correction qSO (�, h) obtained in the present study. Labels refer to features described in text.

Figure 6. Contoured plot of the residual rSO, 56. Note the general increase with distance and depth.
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a good average fit than a similarity in pattern, since the correlation
coefficient between qSO and q56 is mediocre (0.37), suggesting that
local fluctuations in the empirical q56 are not reflected in the more
theoretical qSO.

Remarkably, these conclusions are essentially unchanged when
comparing qSO with the original correction q45 (Fig. 7a). Expect-
edly, since the latter is less smooth than q56, the extreme values of
rSO, 45 (−1.01 and 0.94) are somewhat larger, but the average prop-
erties (< rSO, 45 > = 0.08 and σ = 0.36) are comparable to the
previous case with, however, an even smaller correlation coefficient
(0.30); similarly, the 10th- and 90th-percentile values are essentially
identical for rSO, 56 and rSO, 45.

The poorest fit is obtained when comparing qSO with Veith &
Clawson’s (1972) qVC, the residuals being systematically positive
(< rSO, VC > = 0.47 or a factor of nearly 3 on ground motion
amplitude). However, because qVC is a smoother function than q56,
its correlation coefficient with q is slightly higher (0.46). On the
opposite, qVC has a significantly better coefficient correlation with
q56 (0.79), despite its systematic negative bias.

In addition, an interesting comparison is that between the two
versions of the founding fathers’ correction, Gutenberg’s (1945b)
original q45 and Gutenberg & Richter’s (1956) more definitive
q56 (Fig. 7d). The minimum value of the residual r56, 45 (−0.54
at � = 45◦; h = 350 km) reflects a nearly universal local max-
imum in q45 at that distance and for all depths, as opposed to a
more local low in q56, which drops below 6.0 in that region, both
features remaining unexplained. The maximum value rmax = 0.54
relates to a pronounced low in q45 which drops below 6.2 at
(� = 90◦; h = 350 km) in the midst of the regular increase of
q with � observed in all models at those large distances. Again, the
origin of this feature is unexplained. Otherwise, the correlation be-
tween the two models is good (0.70), and the average residual and
standard deviation are minimal (0.04 ± 0.19 logarithmic units),
confirming the ‘consanguinity’ of the models, q56 having been, un-
avoidably if mysteriously, derived from q45.

Finally, and expectedly, replacing q56 with its smoothed version
qJD leaves all statistics practically unchanged.

4.3 Spectra

Fig. 8(a) is a contour plot of the spectral amplitude of the correction
q, obtained by taking its double Fourier transform into the spatial
frequency plane (k�; kh). The amplitude is concentrated mainly for
a combination of k� = 0.05 rad deg–1 and kh = 0.005 rad km–1

(albeit with a few side lobes), which would correspond to spatial
‘wavelengths’ of 125◦ and 1250 km, respectively. Both express the
systematic increase of qSO with � (at most depths) and with h (at
most distances), over ranges comparable to half those wavelengths.
The spectrum is richer in distance than in depth wavenumbers.

Figs 8(b)–(d) similarly examine the spectra of other corrections
q. While a low-frequency character is preserved in all cases, q56

shows a shift of the maximum spectral components to shorter dis-
tance wavelengths (k� = 0.1 rad deg–1), which expresses the dif-
ferent pattern in q56 for � < 55◦ (little variation with distance)
and � > 55◦ (more systematic increase with �). As expected, the
interpolated ‘Working Group’ correction qJD has a spectrum (not
shown) sharing these properties. By contrast, the spectrum of the
much more complex q45 (�, h) is clearly blue-shifted to higher spa-
tial frequencies, especially along the distance wavenumber, with a
maximum around k� = 0.35 rad deg–1, corresponding to a wave-
length of 18◦. Finally, Veith & Clawson’s (1972) correction qVC is

red-shifted with respect to q56, and its spectrum is reminiscent of
that of qSO.

The spectral properties of the various corrections q (�, h) are
further examined in Appendix A, where advanced metrics are used
to quantify the above results.

4.4 Bias from the distribution of stations across the (�, h)
plane in the original models

To explore this question, we extracted from the NEIC catalogue all
76 067 earthquakes featuring at least one magnitude M ≥ 5 for the
years 1970–2015, for which source characteristics can be assumed
to be accurate by modern standards; the hypocentral distribution of
such a data set is expected to be reasonably comparable to those
which went into the preparation of the corrections q45 and q56.
We then plot these individual events on Fig. 9(a) as a function of
depth and distance to Pasadena. As expected, large sections of the
(�, h) plane are not covered, which simply expresses the irregular
geographical distribution of subduction zones, but also means that
B. Gutenberg had to rely exclusively on mailed-in reports for those
combinations of � and h. We further the experiment in Fig. 9(b), by
including distances, color-coded by stations, to Jena, La Paz, Kobe
and Adelaide, which, according to Gutenberg (1945b), contributed,
after Pasadena, the largest number of measurements of deep shocks
into the q45 database.

A reassuring aspect of Fig. 9(b) is that it largely fills the vacant
parts in Fig. 9(a); but this apparent blessing may hide a compo-
nent of curse in disguise, as it suggests that certain domains of the
(�, h) plane are sampled primarily by a single, or a single group
of stations, for example, Pasadena (and other Southern Califor-
nia stations) would control the combination (� ∼ 80◦; h = 500–
650 km), Kobe, and possibly Japanese stations nearby, (� ∼
70◦; h = 500–650km), and Adelaide, and possibly other Australian
stations such as Riverview, (� ∼ 40◦; h = 500–650 km).

This could bias the computation of q (�, h) in two ways. First,
the instruments in use at these stations could be drastically differ-
ent from that at Pasadena, which means that the dominant period
recorded in the P wave, and hence the windows sampled in the fre-
quency domain would have been different. For example, Adelaide
operated a single North–South Milne-Shaw instrument with a pe-
riod of 12 s, while Jena and Kobe operated Wiechert instruments
with periods of 8 and 4 s, respectively. La Paz used a bi-filar system
with a period of 2.4 s (McComb & West 1931; Parham et al. 1988).
In order to illustrate this issue, we built seismograms in the same
geometry as on Fig. 4, but using the responses of these various in-
struments; we also included the case of a modern digital broadband
system. The resulting logarithmic values L, listed in Table 2, em-
phasize that using a different instrument could significantly affect
the computed magnitudes, by as much as ∼0.3 logarithmic units.
Note in particular that even common types of instruments, such as
Wiechert mechanical seismometers, could feature widely differing
constants (period and damping parameters), displacing the domi-
nant period beyond the presently mandated upper bound of 3 s. In
this respect, it is highly probable that a large number of measure-
ments used by B. Gutenberg in the building of q45 and q56 would
now be in violation of the modern algorithm (Anonymous 2013).
Not surprisingly, the use of a modern broadband instrument, or of
a mechanical system operating far below its pendulum period (e.g.
Adelaide) minimizes this potential bias.

As a second source of bias, the combination of � and h con-
trolled by a single station often (but not always) corresponds to
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(a) (b)

(c) (d)

Figure 7. Residuals for other combinations of corrections q (�, h). The same palet is used for all plots in Figs 6 and 7.

a particular geographic epicentral area. For example, deep earth-
quakes at a distance of ∼80◦ from Pasadena can sample Fiji, South
America and the Sea of Japan and those 40◦ from Adelaide, Fiji
and Java, but events 70◦ from Kobe are exclusively from Fiji. Since
plate dynamics predict that earthquakes at the bottom of subduction
zones should have a preferential downdip compressional mecha-
nism (Isacks & Molnar 1971), events from a single region (e.g. Fiji)

will have a consistent radiation pattern coefficient for P waves, RP,
to a given station (e.g., Kobe). That could introduce a bias when a
single epicenter-station combination controls a domain of distances
and depths (in that case, 70◦ and 500–650 km) in the (�, h) plane.

We explore this possibility by examining P–wave radiation pat-
terns to the five stations Pasadena, Jena, La Paz, Kobe and Adelaide
from all available GlobalCMT solutions (Dziewonski et al. 1981;
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(a) (b)

(c) (d)

Figure 8. Spectral amplitudes of corrections q (�, h) contoured and colour-coded in the (k�, kh ) wavenumber plane. The palet is common to all frames, using
a linear scale extending from 0 to 15, the latter corresponding to 2100 deg.km. Except in the case of q45 (Frame c), note the preponderance of low-frequency
spectral components, and the generally richer spectrum along the k� direction.

Ekström et al. 2012) with M0 > 1024 dyn∗cm for the years 1977-
2018 (a total of 26,571 events). Results, are shown on Fig. 10,
color-coded according to the value of | R P |. We recall that its
average value over the focal sphere is 2 /

√
15 ≈ 1/2. Note that

for very shallow sources (h < 50 km), radiation patterns trend

systematically from lower values at shorter distances, largely con-
trolled by Kobe and La Paz, in a geometry where rays emerge close
to the low-angle plane characteristic of nearby subduction events,
to large | R P | values beyond 70◦ where the continental stations
Pasadena and Jena come into play. Deficient amplitudes may have
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Figure 9. (a) Distribution of recent seismicity (1970–2015; M ≥ 5) as a function of source depth and distance to Pasadena. Note that large sections of the
(�, h) plane lack coverage. (b) Same as (a) but including distances to four other stations contributing the bulk of Gutenberg’s (1945b) data set for deep
earthquakes, colour-coded according to stations. Note that several regions of the (�, h) plane are covered principally or exclusively by one of the five stations.

induced the founding fathers to artificially increase q56 at shorter
distances; this effect could account for a bias of ∼0.12 logarith-
mic units out of the 0.35 observed for rSO, 56 across the full dis-
tance range (Fig. 6). Rapid variations as a function of distance are
also observed at great depths (h > 500 km), e.g., in the interval
67◦ ≤ � ≤ 75◦, including many large values greater than 0.75
(shown as red dots), as opposed to generally lower values in the
75-85◦ window. However, a direct correlation with the corrections
q56 or q45 is not present. Without precise information on the events
which formed the data sets used in the preparation of those correc-
tions, we can only speculate as to the possibility of any bias intro-
duced by systematic focal geometries in deep portions of the (�, h)
plane.

5 C O N C LU S I O N A N D P E R S P E C T I V E : A
P R E L I M I NA RY T E S T O F q SO V E R S U S q J D

We have explored the origin of the correction q (�, h) used for
the computation of the body-wave magnitude mb (1), defined on
a largely empirical basis by Gutenberg (1945b) as q45, revised as
q56 by Gutenberg & Richter (1956), and later enshrined into op-
erational practice (Kárnı́k et al. 1962; Anonymous 2013). Using a
large number of synthetic seismograms computed for a full range
of source depths and station distances, but at constant seismic mo-
ment, we obtain our own correction qSO (�, h). While it retains
some commonality with the original versions of q, especially at low
distance and depth wavenumbers, we could not find any explana-
tion for the small-scale variations over the (�, h) plane of q56, and
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Table 2. Influence of instrumentation on mb measurements.

System simulated Smax T G A L

Instrument Station Tp (s) V ε (cm†) (s) (μm)

Historical instruments

Benioff SP (Fig.4) Pasadena Electromagnetic 5.03 1.53 9120 5.52 0.56
Wiechert Jena 8 21 3.5 0.38 3.91 509 7.45 0.28
Bi-filar La Paz 2.4 700 2 0.96 2.52 1506 6.37 0.40
Wiechert Kobe 3.1 61 4.6 0.64 3.20 67 9.64 0.48
Milne-Shaw Adelaide 12 150 20 0.24 3.97 150 16.07 0.61

Modern digital instrument

STS-2 GSN Broad-band digital 1.016 ×
108

2.80 8.204 ×
1010

12.39 0.65

Note: † Units are digital counts in the case of the digital instrument

Figure 10. Distribution of GlobalCMT sources (M0 ≥ 1024 dyn∗cm) color-coded according to absolute radiation patterns | R P | at the five stations in Fig. 9,
as a function of station distance and source depth. A prominent color in a subsection of the diagram could indicate a systematic bias during an empirical
determination of q.

especially of q45. Seventy-five years after the original papers were
published, their origin thus remains a mystery. However, we identify
some possible sources of systematic bias which may have played a
role in the inclusion of fine structure in the corrections q45 and q56.
Another one, possibly more subtle, but no less systematic, is the
expected variation of period with � and h, whose effect is analysed
in Appendix B.

Having derived a new correction qSO (�, h) more solidly rooted
in modern theory than its empirical predecessor q56 (and its opera-
tional version qJD), the question arises naturally of the effect that its
use would have on the routine computation and cataloging of mb.
For this purpose, we ran an exploratory test based on a small data
set of 17 large earthquakes, listed in Table 3 in order of increasing
depth, from 14 to 687 km. For each of them, we extracted from
the ISC Bulletin reported values of amplitude A and period T, and
proceeded to recompute values of mb through eq. (1), using both
the correction qJD standardized by the Working Group (Anonymous
2013) and our newly derived qSO. We list in the last column of Ta-
ble 3 and plot on Fig. 11 the residual [(mb)SO − (mb)JD], which is
simply rSO, JD (eq. 14), for the appropriate source depth and av-
eraged over the reporting stations. A clear trend is present, which

regresses with a slope of ∼0.1 logarithmic unit per 100 km (red line
on Fig. 11). At shorter distances, our data set clearly follows the
green curve, which plots, as a function of h, the theoretical average
of rSO, JD between �min = 20◦ and �max = 94◦:

rSO, JD (h) = 1

�max − �min
·

∫ �max

�min

rSO, JD (�, h) · d� (15)

The agreement simply expresses that the average residual taken
over the reporting stations is comparable to the residual averaged
mathematically over all distances, or in other words that the distri-
bution of stations over distance is appropriately regular. However,
we note that the fit between our data set and the predicted residual
(green curve on Fig. 11) deteriorates for h > 400 km. To inter-
pret this effect, we plot as the blue dashed line average residuals
(15) computed for �min = 50◦, which is in better agreement with
outliers in our data set. The difference between the green and blue
curves reflects that rSO, 56 has a weak distance gradient for shallow
sources, but a much stronger one at greater depths (Fig. 6). We
have verified that indeed outlying events such as the 2008 Sea of
Okhotsk and 1994 Bolivia and Primorye earthquakes have a dis-
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Table 3. Events used in preliminary test.

Date Region Latitude Longitude Depth mb

D M (J) Y (◦N) (◦E) (km) From qJD From qSO Residual

28 OCT (302) 2012 Haida Gwaii 52.79 –132.10 14 6.44 5.82 –0.62
03 MAY (123) 2006 Tonga –20.19 –174.12 55 7.04 6.85 –0.19
04 OCT (277) 1994 Kuril Islands 43.60 147.63 68 7.23 7.03 –0.20
23 JUN (174) 2014 Aleutian Is. 52.00 178.43 104 6.59 6.51 –0.08
22 JAN (022) 2017 Solomon Is. –6.03 154.94 150 6.89 6.85 –0.04
29 JUL (211) 2016 Mariana Is. 18.50 145.70 209 6.63 6.82 0.19
08 AUG (220) 2007 Java –6.03 107.58 305 6.10 6.35 0.25
27 JAN (027) 2006 Banda Sea –5.61 128.20 397 6.91 7.20 0.29
21 JUL (202) 1994 Primorye 42.34 132.87 460 6.41 6.79 0.38
24 NOV (329) 2008 Sea of Okhotsk 54.20 154.32 492 6.49 6.91 0.42
05 FEB (036) 2005 Mindanao 5.29 123.34 540 6.34 6.62 0.28
19 AUG (231) 2018 South of Fiji –17.86 –177.85 555 6.92 7.09 0.17
17 JUN (169) 1996 Flores Is. –7.38 123.02 584 6.39 6.61 0.22
24 MAY (144) 2013 Sea of Okhotsk 54.61 153.77 611 7.34 7.68 0.34
09 JUN (160) 1994 Bolivia –13.82 –67.25 647 7.04 7.56 0.52
30 MAY (150) 2015 Bonin Islands 27.94 140.56 681 7.04 7.47 0.43
06 SEP (249) 2018 South of Fiji –18.24 179.86 687 6.50 6.80 0.30

Figure 11. Exploratory experiment comparing magnitudes computed using qJD and qSO from amplitude and period data actually reported to the ISC for 17
large earthquakes. The individual dots are the differences in magnitudes listed in the last column of Table 3. The red line is their linear regression as a function
of depth. Also shown are the predicted average residuals from eq. (15) for �min = 20◦ (solid green curve) and �min = 50◦ (dashed blue curve).

tribution of amplitude-reporting stations strongly biased towards
greater distances, with for example, the Bolivian earthquake having
none below 55◦. This remark emphasizes the possibility of further
and subtle biases in the computation of mb.

It is clear that this limited experiment constitutes only a partial
result, on account on the meager size of the processed data set. How-
ever, it would suggest that a systematic bias exists when comparing
catalogued mb values for shallow and deep earthquakes, which may
be close to a full logarithmic unit; we recall that such comparisons
were the driving force behind the extension of magnitude scales
to deep sources by Gutenberg (1945b). The inescapable conclusion
would then be the need to revise the entire existing catalogue of
published values of mb. This truly herculean project obviously falls
beyond the scope of the present paper.
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S., Shebalin, N., Vaněk, J. & Zátopek, A., 1962. Standardization of the
earthquake magnitude scale, Stud. Geophys. Geod., 6(1), 41–48.

Kennett, B. L.N., Engdahl, E.R. & Buland, R., 1995. Constraints on seismic
velocities in the Earth from travel times, Geophys. J. Intl., 122(1), 108–
124.

Knopoff, L. & Gilbert, F., 1959. Radiation from a strike-slip fault, Bull.
seism. Soc. Am., 49(2), 163–178.

Marshall, P., Springer, D. & Rodean, H., 1979. Magnitude corrections for
attenuation in the upper mantle, Geophys. J. R. astr. Soc., 57(3), 609–637.

McComb, H.E. & West, C.J., 1931. List of seismological stations of the
world, Bull. Natl. Res. Council, 52, 1–119.

Milne, J., 1898. Seismology, 1st edn, 146 pp., Trench Trübner.
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A P P E N D I X A : A DVA N C E D M E T R I C S
U S I N G S PAT I A L F I LT E R I N G

In this section, we characterize quantitatively the correlation be-
tween the various corrections q (�, h) by considering increasingly
smoothed variations of these functions. Specifically, each frame n
of Fig. A1 shows the correction q (n)

SO resulting from applying a low-
pass 2-D filter with cut-off values k(n)

� and k(n)
h listed in Table A1, and

corresponding to filtering wavelengths (n) equivalent to n sampling
points in distance and depth, respectively.

At each step of smoothing, indexed n, we define a metric charac-
terizing the fit between the filtered versions of two corrections

M (n)
A, B =

∑
i, j

(
q (n)

A (�i , h j ) − q (n)
B (�i , h j )

) 2

[ (∑
i, j

[ q (n)
A (�i , h j ) ] 2

)
·

(∑
i, j

[ q (n)
B (�i , h j ) ] 2

) ] 1/2

(A1)

This formula is adapted from Stein et al. (2015) and Salaree
(2019), who applied this concept to other 2-D problems in Geo-
physics. A good fit between the compared data sets is expressed by
a low value of the metric M.

We examine here the variation with n of metrics computed be-
tween our corrections qSO on the one hand, and the corrections q56,
q45 or qVC on the other, with n = 0 corresponding to the raw un-
filtered data sets. In all cases, the average values < q > have been
removed before computing the metrics M through (A1). Fig. A2
shows that the metrics generally decrease with increasing n, and
that their values stabilize for n ≥ 4 and are then comparable for
all three couples of corrections considered. The asymptotic value
for large n, M (n)

SO, 56 ≈ 0.12, expresses the systematic linear trend
(with � and h) controlling qSO, but less prominent, and shifted to
slightly higher values of k in the empirical q56 (see the spectra on
Figs 8a and b). As n is reduced, the irregular components in q56 be-
come more important and dominate its pattern at the lowest values
n = 0 and n = 2, leading to enhanced values of M. The situation
is essentially unchanged in the case of M (n)

SO, 45, and interestingly of

M (n)
SO, V C , although the low-n values are more contained for the latter,

because of the generally smoother nature of qVC. Finally, Fig. A2
also compares the two original versions, q45 and q56; while their
profile is similar, the metrics M (n)

56, 45 are significantly reduced, their
asymptotic values (∼0.015) by as much as one order of magni-
tude, confirming quantitatively that the difference between those
two models is mostly contained in t

heir high-frequency spectrum, with their low-frequency compo-
nents being comparable.

Figure A1. Smoothed versions q(n)
SO (�, h) obtained by low-pass filtering the correction qSO at increasingly low maximum wavenumbers, listed in Table A1.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/223/1/270/5861938 by N

orthw
estern U

niversity Library user on 22 July 2020



The body-wave magnitude mb 287

Figure A2. Comparison metrics M (eq. A1) for relevant couples of corrections, as a function of the smoothing index n. Note the rapid convergence for n ≥ 4.

Table A1. Parameters of the smoothing filters used in Fig. A1.

Index k(n)
� k(n)

h 
(n)
� 

(n)
h

n (rad deg–1) (rad km–1) (deg) (km)

2 3.14 0.314 2 20
4 1.57 0.157 4 40
5 1.26 0.126 5 50
7 0.90 0.009 7 70

10 0.628 0.0628 10 100
15 0.419 0.0419 15 150
20 0.314 0.0314 20 200
40 0.157 0.0157 40 400
50 0.126 0.0126 50 500

This experiment serves to verify quantitatively that some longer-
wavelength features of the original corrections q45 and q56 (in lay
terms, their coarser properties) are also expressed in qSO derived
from our synthetics, but that any feature of the original corrections
with n ≤ 4 (i.e. on a scale of less than 40 km in depth of 4◦ in
distances) remains unexplained.

A P P E N D I X B : T H E S Y S T E M AT I C
VA R I AT I O N O F P E R I O D T A C RO S S T H E
( �, h) P L A N E

We examine here another source of possible bias in mb, namely the
systematic variation of the dominant period T across the (�, h)
plane. Fig. B1 contours the period T resulting from the processing
of our synthetics, averaged over all focal geometries, as a function
of � and h. In simple terms, we find that it increases from ∼0.9 s at
short distances and for deep events to ∼1.8 s at the largest distances
and for shallow sources. This is easily explained as a result of the
preferential anelastic attenuation of high frequencies, which is more
efficient over those paths which are long and/or intensely sample
the asthenosphere.

In principle, in order to recover a true ground motion A, the al-
gorithm described on Fig. 4 requires the use of the exact gain G at
the relevant period T (Anonymous 2013); in the case of the Benioff

short-period instrument used in our synthetics, the difference in gain
between 0.9 and 1.8 s is a factor of 4.5 (or 0.65 logarithmic units).
If, for a number of reasons, one uses a constant gain, the instrument
response would be underestimated for short distances (and/or deep
sources) relative to longer paths (and/or shallow sources), and in
turn the ground motions would be overestimated at short distances
and underestimated for long paths. When attempting to match mea-
surements made for the same earthquake at various distances, one
would then force an artificial, additional increase in q (�) (at fixed
h) from short to long distances. For example, in the case of shal-
low sources and as previously noted, rSO, 56 increases by about 0.35
unit from −0.7 to −0.35 between 20◦ and 90◦ (Fig. 7), while the
dominant period T increases from 1.4 to 1.8 s (Fig. B1).

Clearly, it would have been extremely challenging (if not straight
impossible) to manually detect such a difference in T, which would
amount to 0.2 mm for half-period oscillations on the paper records
read by B. Gutenberg, with a typical time scale of 6 cm mn–1. Yet,
the difference in gain at such periods represents a factor of 1.8 (or
0.26 logarithmic units), which when combined with the probable
radiation pattern bias of 0.12 units mentioned in Section 4.4, could
explain the full increase of ∼0.35 units in rSO, 56. We stress that
this interpretation is based of the assumption that B. Gutenberg
was using the short-period Benioff instrument, which is supported
by a detailed reading of Gutenberg (1945b), even though that use
was most probably not exclusive. On the other hand, the variation
in dominant period has a negligible effect when using mechanical
instruments such as the Wiechert or Milne-Shaw seismometers,
since they have an essentially flat response at periods much shorter
than that of their pendulum.

This situation could then create a bias between stations operat-
ing mechanical vs. electromagnetic instruments, that the founding
fathers could have sought to compensate with station corrections
when such records involved similar distances. However, this effect
may have been incorporated directly into q for those combinations
of (�, h) controlled by single stations operating different instru-
ments or perhaps simply using different operational procedures,
that is adjusting or not the gain to the precise period retained at
maximum amplitude.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/223/1/270/5861938 by N

orthw
estern U

niversity Library user on 22 July 2020



288 N. Saloor and E. A. Okal

Figure B1. Dominant period T (averaged over all focal geometries) extracted from our synthetic seismograms by the algorithm of Fig. 4, contoured as a
function of distance and depth. Note systematic increase with �, and decrease with h.
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